
A comonadic view of
simulation and quantum resources

Samson Abramsky∗, Rui Soares Barbosa∗, Martti Karvonen†, and Shane Mansfield‡
∗Department of Computer Science, University of Oxford, U.K.

†School of Informatics, University of Edinburgh, U.K.
‡Laboratoire d’Informatique de Paris 6, CNRS and Sorbonne Université, France

Abstract—We study simulation and quantum resources in the
setting of the sheaf-theoretic approach to contextuality and non-
locality. Resources are viewed behaviourally, as empirical models.
In earlier work, a notion of morphism for these empirical
models was proposed and studied. We generalize and simplify
the earlier approach, by starting with a very simple notion
of morphism, and then extending it to a more useful one by
passing to a co-Kleisli category with respect to a comonad of
measurement protocols. We show that these morphisms capture
notions of simulation between empirical models obtained via
“free” operations in a resource theory of contextuality, including
the type of classical control used in measurement-based quantum
computation schemes.

I. INTRODUCTION

A key objective in the field of quantum information and
computation is to understand the advantage which can be
gained in information-processing tasks by the use of quantum
resources. While a range of examples have been studied,
to date a systematic understanding of quantum advantage is
lacking.

One approach to achieving such a general understanding is
through resource theories [1], [2], in which one considers a
set of operations by which one system can be transformed into
another. In particular, one considers “free operations”, which
can be performed without consuming any additional resources
of the kind in question. If resource B can be constructed from
A using only free operations, then we say that A is convertible
to B, or B is reducible to A. This point of view is studied in
some generality in [3], [4].

Another natural approach, which is familiar in computation
theory, is to consider a notion of simulation; one asks if the
behaviour of B can be produced by some protocol using A as
a resource.

Both these points of view can be considered in relation to
quantum advantage. Our focus in this paper is on quantum
resources that take the form of non-local, or more gener-
ally contextual, correlations. Contextuality is one of the key
signatures of non-classicality in quantum mechanics [5], [6],
and has been shown to be a necessary ingredient for quantum
advantage in a range of information-processing tasks [2], [7]–
[9].

In previous work [2], a subset of the present authors
showed how this advantage could be quantified in terms of
the contextual fraction, and also introduced a range of free

operations, which were shown to have the required property of
being non-increasing with respect to the contextual fraction.
Thus this work provided some of the basic ingredients for a
resource theory of quantum advantage, with contextuality as
the resource.

In [10], the other present author introduced a notion
of simulation between (possibly contextual) behaviours, as
morphisms between empirical models, in the setting of the
“sheaf-theoretic” approach to contextuality introduced in [11].
This established a basis for a simulation-based approach to
comparing resources.

In this paper, we bring these two approaches together.
• On the simulation side, we enhance the treatment given

in [10] by introducing a measurement protocols con-
struction on empirical models (Section IV-B). Meas-
urement protocols were first introduced in a different
setting in [12]. This construction captures the intuitive
notion, widely used in an informal fashion in concrete
results in quantum information (e.g. [13]), of using a
“box” or device by performing some measurement on
it, and then, depending on the outcome, choosing some
further measurements to perform. This form of adaptive
behaviour also plays a crucial role in measurement-based
quantum computing [14].
We show that this construction yields a comonad on the
category of empirical models. Hence, we are able to
describe a very general notion of simulation of B by A
in terms of co-Kleisli maps from A to B (Sections IV-C
and IV-D).

• We consider the algebraic operations previously intro-
duced in [2] and introduce a new operation allowing a
conditional measurement, a one-step version of adaptivity
(Section III-A). We present an equational theory for
these operations and use this to obtain normal forms for
resource expressions (Section III-C).

• Using these normal forms, we obtain one of our main
results: we show that the algebraic notion of convertibility
coincides with the existence of a simulation morphism
(Section IV-D).

• We also prove some further results, including a form of
no-cloning theorem at the abstract level of simulations
(Section IV-E).
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II. EMPIRICAL MODELS

We begin by introducing the main ingredients of the sheaf-
theoretic approach to contextuality [11]. The central objects of
study are empirical models. These describe the behaviours that
we are considering as resources, which may be contextual.

The behaviour intended to be modelled is that of a physical
system, governed perhaps by the laws of quantum mechanics,
on which one may perform measurements and observe their
outcomes. We abstract away from the details of the physical
description of the system in question and consider only its
observable behaviour, i.e. the empirical distributions of such
measurement experiments.

We can therefore think of an empirical model as a black
box, with which an agent might interact by way of questions
(measurements) and answers (outcomes). The interface or type
of such a box is given by a measurement scenario, which
specifies the allowed measurements and the set of possible
outcomes for each of them. In a single use of the black box,
the agent may perform multiple measurements. However, a
crucial feature that is typical in quantum systems is that some
combinations of measurements may not be compatible. In
particular, it is typically not the case that the agent may jointly
perform all of the available measurements. The scenario must,
therefore, specify which sets of measurements are compatible
and can thus be performed together – or sequentially in any
order – in a single use of the black box. Sets of compatible
measurements are called measurement contexts.

This compatibility structure on measurements can be natur-
ally described in terms of a simplicial complex. Recall that an
(abstract) simplicial complex on X is a set of finite subsets
of X , called faces, that is non-empty, downwards-closed in
the inclusion order, and contains all the singletons. Concretely,
these axioms amount to saying that any subset of a compatible
set of measurements is a compatible set of measurements, and
that any single measurement should be possible.

Definition 1. A measurement scenario is a triple X =
〈X,Σ, O〉 where:
• X is a finite set of measurements;
• O = (Ox)x∈X specifies, for each measurement x ∈ X ,

a finite non-empty set Ox of outcomes;
• Σ is a simplicial complex on X , whose faces are called

the measurement contexts.

We will often simply refer to these as scenarios and
contexts. Note that a simplicial complex is determined by
its maximal faces, called facets. Hence, the measurement
compatibility structure can be specified by providing only the
maximal contexts, as was the case e.g. in [11].

Definition 2. Let 〈X,Σ, O〉 be a scenario. For any U ⊆ X ,
we write

EO(U) :=
∏
x∈U

Ox

for the set of assignments of outcomes to each measurement
in the set U . When U is a valid context, these are the joint
outcomes one might obtain for the measurements in U . This

extends to a sheaf EO : P(X)op −→ Set, with restriction
maps EO(U ⊆ V ) : EO(V ) −→ EO(U) given by the obvious
projections. We call this the event sheaf. Whenever it does
not give rise to ambiguity, we omit the subscript and denote
the event sheaf more simply by E .

We write D : Set −→ Set for the functor of finitely-
supported probability distributions. For a set S,

D(S) :={
d : S −→ R≥0 | supp(d) is finite,

∑
s∈S

d(s) = 1

}
,

where supp(d) := {s ∈ S | d(s) 6= 0}. The action of D on a
function f : S −→ T is given by pushforward of distributions:

D(f) : D(S) −→ D(T ) :: d 7−→ λt ∈ T.
∑

s∈S,f(s)=t

d(s).

Note that, in particular, the pushforward D(π) along a pro-
jection π : S1 × S2 −→ S1 corresponds to taking marginal
distributions.

Definition 3. An empirical model e on a scenario 〈X,Σ, O〉,
written e : 〈X,Σ, O〉, is a compatible family for Σ on the
presheaf D ◦ E . More explicitly, it is a family (eσ)σ∈Σ where,
for each σ ∈ Σ,

eσ ∈ D ◦ E(σ) = D

(∏
x∈σ

Ox

)
is a probability distribution over the joint outcomes for the
measurements in the context σ. Moreover, compatibility re-
quires that the marginal distributions be well-defined: for any
σ, τ ∈ Σ with τ ⊆ σ, one must have

eτ = eσ|τ = D ◦ E(τ ⊆ σ)(eσ),

i.e. for any t ∈ E(τ),

eτ (t) =
∑

s∈E(σ),s|τ=t

eσ(s).

Note that compatibility can equivalently be expressed as the
requirement that, for all facets (i.e. maximal contexts) C and
C ′ of Σ,

eC |C∩C′ = eC′ |C∩C′ .

Compatibility holds for all quantum realizable behaviours [11],
and generalizes a property known as no-signalling [15], which
we illustrate in the following example.

Example 4. Consider a bipartite black box shared between
parties Alice and Bob, each of whom may choose to perform
as their input one of two measurements. We call Alice’s
measurements x1 and x2 and Bob’s measurements y1 and y2.
Each measurement outputs an outcome that is either 0 or 1.
The situation can be described by a measurement scenario
〈X,Σ, O〉 in which X = {x1, x2, y1, y2}, Ox = {0, 1} for all
x ∈ X , and the facets of Σ are

{ {x1, y1}, {x1, y2}, {x2, y1}, {x2, y2} }.



A B 0 0 0 1 1 0 1 1
x1 y1 1/2 0 0 1/2
x1 y2 1/2 0 0 1/2
x2 y1 1/2 0 0 1/2
x2 y2 0 1/2 1/2 0

Table I
A PR BOX.

The probabilistic behaviour of such a black box could be
given e.g. by Table I. This happens to show a well-studied
behaviour known as a Popescu–Rohrlich (PR) box [16]. Rows
of this table correspond to maximal measurement contexts,
and columns to their joint outcomes. Each entry of the table
gives the probability of obtaining as output the joint outcome
indexing its column given that the input was the measurement
context indexing its row. This behaviour is formalized as an
empirical model (eσ)σ∈Σ, with the entries in each row of the
table directly specifying the probability distribution for a facet
of Σ. It is straightforward to check that these distributions are
compatible. The probability distributions for the non-maximal
faces can then be obtained by marginalization. Note that these
marginals are well-defined if and only if compatibility holds.

In this example, compatibility ensures that the local beha-
viour on Alice’s part of the box, as described by the probability
distributions e{x1} and e{x2}, is independent of Bob’s choice
of input, and vice versa. If this were not the case, then it would
be possible e.g. for Bob to use the box to instantaneously
signal to Alice by altering her locally observable behaviour
through his choice of input.

Definition 5. An empirical model e : 〈X,Σ, O〉 is said to
be non-contextual if it is compatible with a global section
for D ◦ E . In other words, e is non-contextual if there exists
some d ∈ D ◦ E(X), a distribution over global assignments
of outcomes to measurements, such that d|σ = eσ for all
measurement contexts σ ∈ Σ. Otherwise, the empirical model
is said to be contextual.

Noncontextuality characterizes classical behaviours. One
way to understand this is that it reflects a situation in which
the physical system being measured exists at all times in
a definite state assigning outcome values to all properties
that can be measured. Probabilistic behaviour may still arise,
but only via stochastic mixtures or distributions on these
global assignments. This may reflect an averaged or aggregate
behaviour, or an epistemic limitation on our knowledge of the
underlying global assignment.

III. THE ALGEBRAIC VIEWPOINT

A. Operations on empirical models

We consider operations that transform and combine em-
prical models to form new ones. One should think of these
as elementary operations that can be carried out classically,
i.e. without using contextual resources beyond the empirical
models given as arguments. For this reason, these operations
are regarded as ‘free’ in the resource theory of contextuality.

Most of the operations presented here were introduced by a
subset of the authors in [2]. A novelty is the idea of conditional
measurement, which is intended to capture (a one-step version
of) the kind of classical control of quantum systems that
is used in adaptive measurement-based quantum computation
schemes. Iterating this construction yields longer protocols of
this kind.

For each operation, we give some brief motivating ex-
planation followed by its definition. All the operations are
summarized in Table II, as typing rules.
• Zero model. Consider the unique scenario with no

measurements:

〈∅,∆0 = {∅}, ()〉.

There is a single empirical model on this scenario, which
we denote by z.

• Singleton model. Consider the unique scenario that has
a single measurement with a single outcome:

〈1 = {?},∆1 = {∅,1}, (O? = 1)〉.

There is a single empirical model on this scenario, which
we denote by u.

• Translation of measurements. From an empirical model
in a given scenario, we can build another in a dif-
ferent scenario, by mapping the measurements in the
latter scenario to those in the former, taking care to
respect compatibilities. In particular, this can capture
the operation of restricting the allowed measurements
(or the compatibilities). Note that it can also mean that
two measurements in the new scenario are just different
aliases for the same measurement being performed in the
original model.
The preservation of compatibilities is captured by the
notion of simplicial map. Given simplicial complexes Σ
and Σ′ on sets of vertices X and X ′, respectively, a
simplicial map f : Σ −→ Σ′ is a function between the
vertex sets, f : X −→ X ′, that maps faces of Σ to faces
of Σ′, i.e. such that for all σ ∈ Σ, f(σ) ∈ Σ′.
Given an empirical model e : 〈X,Σ, O〉 and a simplicial
map f : Σ′ −→ Σ, the model f∗e : 〈X ′,Σ′, f∗O〉, where
(f∗O)x := Of(x) for all x ∈ X ′, is defined by pulling e
back along the map f : for any σ ∈ Σ′ and s ∈ Ef∗O(σ),

(f∗e)σ(s) :=
∑

t∈EO(f(σ))
t◦f |σ=s

ef(σ)(t).

Concretely, f∗e can be implemented from e as follows:
when a measurement x ∈ X ′ is to be performed, one
performs f(x) instead. Requiring f to be a simplicial
map guarantees that any set of compatible measurements
in Σ′ can indeed be jointly measured in this manner.

• Coarse-graining of outcomes. We can similarly con-
sider a translation of outcomes.
Given e : 〈X,Σ, O〉 and a family of functions h =
(hx : Ox −→ O′x)x∈X , define an empirical model e/h on



the scenario 〈X,Σ, O′〉 as follows: for each σ ∈ Σ and
s ∈ EO′(σ)

(e/h)σ(s) :=
∑

t∈EO(σ)

(
∏
x∈σ hx)◦t=s

eσ(t).

One can use e to implement e/h: one just performs the
measurement and applies the corresponding function hx
to the outcome obtained.

• Probabilistic mixing. We can consider convex combina-
tions of empirical models: from two models on the same
scenario, a new model is constructed in which a coin,
which may be biased, is flipped to choose which of the
two models to use.
Given empirical models e and e′ in 〈X,Σ, O〉 and a
probability value λ ∈ [0, 1], the model e+λe

′ : 〈X,Σ, O〉
is given as follows: for any σ ∈ Σ and s ∈ E(σ),

(e+λ e
′)σ(s) := λ eσ(s) + (1− λ) e′σ(s).

• Controlled choice. From two empirical models, we can
construct a new model that can be used as either one
or the other. The choice is determined by which meas-
urements are performed, but the compatibility structure
enforces that only one of the original models ends up
being used.
Let e : 〈X,Σ, O〉 and e′ : 〈X ′,Σ′, O′〉 be empirical mod-
els. We consider a new scenario built out of these two.
The measurements are X tX ′ := {0} ×X ∪ {1} ×X ′,
with outcomes given accordingly by the copairing
[O,O′], i.e.:

[O,O′](0,x) = Ox for x ∈ X ,
[O,O′](1,x) = O′x for x ∈ X ′.

The contexts are given by the coproduct of simplicial
complexes

Σ + Σ′ := {{0} × σ | σ ∈ Σ} ∪ {{1} × σ | σ ∈ Σ} ,

ensuring that all the measurements performed in a single
use come from the same of the two original scenarios, so
that only one of the empirical models is used.
The empirical model e & e′ : 〈X tX ′,Σ + Σ′, [O,O′]〉
is given as

(e& e′){0}×σ := eσ for σ ∈ Σ,
(e& e′){1}×σ := e′σ for σ ∈ Σ′.

• Tensor product. From two empirical models, a new one
is built that allows the use of both models independently,
in parallel.
Let e : 〈X,Σ, O〉 and e′ : 〈X ′,Σ′, O′〉 be empirical
models. As in the previous case, consider a new scenario
with measurements X t X ′ and outcomes [O,O′]. The
difference is that the contexts are now given by the
simplicial join

Σ ? Σ′ := {σ t σ′ | σ ∈ Σ, σ′ ∈ Σ′} ,

corresponding to the fact one may use measurements
from the two scenarios in parallel. The empirical model
e⊗ e′ : 〈X tX ′,Σ ? Σ′, [O,O′]〉, is given as

(e⊗ e′)σtσ′〈s, s′〉 := eC(s) e′C′(s
′)

for all σ ∈ Σ, σ′ ∈ Σ′, s ∈ EO(σ), and s′ ∈ EO′(σ′).
• Conditioning on a measurement. Given an empirical

model, one may perform two compatible measurements
in sequence. But in such a situation, when one decides
to perform the second measurement, the outcome of the
first is already known. We could therefore consider the
possibility of choosing which measurement to perform
second depending on the outcome observed for the first
measurement. This process can be considered as a meas-
urement in its own right yielding as its outcome the
pair consisting of the outcomes of the two constituent
measurements. We can extend the original empirical
model with such an extra measurement.
In order to define this operation, we need the concept of
link of a face in a simplicial complex. Given a simplicial
complex Σ and a face σ ∈ Σ, the link of σ in Σ is the
subcomplex of Σ whose faces are

lkσΣ := {τ ∈ Σ | σ ∩ τ = ∅, σ ∪ τ ∈ Σ} .

If we think of Σ as representing the compatibility struc-
ture of a measurement scenario, and suppose that the
measurements in a face σ have already been performed,
then the complex lkσΣ represents the compatibility struc-
ture of the measurements that may still be performed,
ensuring that overall one always performs a set of com-
patible measurements according to Σ.
Let e : 〈X,Σ, O〉 be an empirical model, and take a
measurement x ∈ X and a family of measurements
(yo)o∈Ox with yo ∈ Vert(lk{x}Σ) a vertex of the complex

lk{x}(Σ) = {σ | x 6∈ σ, {x} ∪ σ ∈ Σ} .

Consider a new measurement x?(yo)o∈Ox , abbreviated
x?y. We call such a measurement a conditional meas-
urement. Its outcome set is the dependent pair type

Ox?y :=
⊔
o∈Ox

Oyo = {(o, o′) | o ∈ Ox, o′ ∈ Oyo} .

The compatibility structure is extended to take the new
measurement into account:

Σ[x?y] := Σ∪{σ ∪ {x?y} | ∀o ∈ Ox. σ ∪ {x, yo} ∈ Σ} .

Define the new model

e[x?y] : 〈X ∪ {x?y},Σ[x?y], O[x?y 7→ Ox?y]〉

as follows: for the old faces σ ∈ Σ,

e[x?y]σ := eσ;



for the new faces of the form σ ∪ {x?y} satisfying
σ ∪ {x, yo} ∈ Σ for all o ∈ Ox, we have, for any
s ∈ E(σ) and (o, o′) ∈ Ox?y ,

e[x?y]σ∪{x?y}(s[x?y 7→ (o, o′)]) :=
eσ∪{x,yo}(s[x 7→ o, yo 7→ o′])

if x ∈ σ ⇒ s(x) = o and yo ∈ σ ⇒ s(yo) = o′

0 otherwise.

B. The contextual fraction
The contextual fraction is a quantitative measure of the

degree to which any empirical model exhibits contextuality [2],
[11], which we define here using the operation of probabilistic
mixing.

Definition 6. Given an empirical model e : 〈X,Σ, O〉, we
consider the set of all possible decompositions

e = eNC +λ e
′,

such that eNC is non-contextual. The non-contextual fraction
of e, denoted NCF(e), is defined to be the maximum value of
λ over all such decompositions. The contextual fraction of
e, denoted CF(e), is then defined as

CF(e) := 1− NCF(e).

A crucial property for a useful measure of contextuality is
that it should be a monotone for the free operations of our
resource theory. That is, it should be non-increasing under
those elementary operations on empirical models that can be
carried out classically.

Proposition 7. For the operations we have introduced in
Section III-A the contextual fraction satisfies the following
monotonicity properties.
• CF(z) = CF(u) = 0
• CF(f∗e) ≤ CF(e)
• CF(e/h) ≤ CF(e)
• CF(e+λ e

′) ≤ λCF(e) + (1− λ)CF(e′)
• CF(e& e′) = max{CF(e),CF(e′)}
• CF(e⊗ e′) = CF(e) + CF(e′)− CF(e)CF(e′),

i.e. NCF(e⊗ e′) = NCF(e)NCF(e′)
• CF(e[x?y]) = CF(e)

Proof. We will only show that CF(e[x?y]) = CF(e), as
the other statements were proved in [2]. The inequality
CF(e) ≤ CF(e[x?y]) holds by monotonicity of measurement
translation, since e = f∗e[x?y] where f : Σ −→ Σ[x?y] is the
inclusion map.

For the other direction, note that –[x?y] preserves convex
combinations and deterministic empirical models, i.e. those
models that arise from (a delta distribution on) a single
global assignment. Since non-contextual models are precisely
those that are convex combinations of deterministic models,
the operation –[x?y] takes non-contextual models to non-
contextual models. Now, if e = eNC +λ e

′ where eNC is non-
contextual, then e[x?y] = eNC[x?y] +λ e

′[x?y] and eNC[x?y]
is also non-contextual. Consequently, NCF(e[x?y]) ≥ NCF(e),
which means that CF(e[x?y]) ≤ CF(e).

C. Equational theory

We consider terms built out of variables and the operations
of Section III:

Terms 3 t ::= v ∈ Var | z | u | f∗t | t/h
| t+λ t | t& t | t⊗ t | t[x?y]

according to the ‘typing’ rules in Table II. Note that, due to the
restriction forbidding repeated variables when building con-
texts, there is at most one occurrence of each variable in each
well-typed term. We can interpret such a term as a composed
‘free’ operation on empirical models. More specifically, the
typed term

v1 : X1, . . . , vn : Xn ` t : X

represents an operation that takes n empirical models, ei : Xi

for i ∈ {1, . . . , n}, and builds a new empirical model, denoted
t[e1/v1, . . . , en/vn], on the scenario X, according to the
definition of the elementary operations given in the itemized
list above.

Terms without variables should therefore correspond to
empirical models that are ‘free’ as resources. Indeed, they are
precisely the non-contextual ones.

Proposition 8. A term without variables always represents
a non-contextual empirical model. Conversely, every non-
contextual empirical model can be represented by a term
without variables.

Proof. Using Proposition 7, it is straightforward to show by
induction that every term t without variables satisfies CF(t) =
0, which proves the first claim.

For the second claim, note that since probabilistic mixing
is an allowed operation and non-contextual empirical models
are precisely the mixtures of deterministic models, it suffices
to show that every deterministic empirical model can be built
from the operations. So let e : 〈X,Σ, O〉 be deterministic, and
write e(x) ∈ Ox for the certain outcome it assigns to meas-
urement x ∈ X . Then e = (f∗u)/h, where f is the unique
simplicial map Σ −→ {?} and h = (hx : {?} −→ Ox)x∈X is
defined by hx(?) = e(x).

We present a list of equations (1)–(28) between terms, with
variables denoted a, b, c, d. These equations are supposed to
capture equality up to a static congruence – isomorphism of
empirical models defined below. Implicit is the assumption that
the terms on both sides of the equality signs are well-typed
in the same typing context, according to the rules of Table II.
That is, as we shall see in Proposition 10, when we write
t = t′, we are implicitly thinking of all the typing contexts Γ
such that Γ ` t : X and Γ ` t′ : X′.

For most of these equations, it is enough that the term on
the left-hand side be well-typed in a given context for the term
on the right-hand side to also be. The exception to this rule is
equation (23). It is important not to be misled into reading it as
meaning that any two consecutive extensions with conditional
measurements commute. This is only the case when both are
conditional measurements of the original model, i.e. when the



Table II
FREE OPERATIONS ON EMPIRICAL MODELS

v ∈ Var t, t′ ∈ Terms 〈X,Σ, O〉 ∈ Scenarios Γ,Γ′ ::= ∅ | {v : 〈X,Σ, O〉},Γ (v 6∈ Γ)

(var)
Γ, {v : 〈X,Σ, O〉} ` v : 〈X,Σ, O〉

(zero)
Γ ` z : 〈∅,∆0, ()〉

(singl)
Γ ` u : 〈1,∆1, (1)〉

Γ ` t : 〈X,Σ, O〉
(meas) f : Σ′ −→ Σ simplicial

Γ ` f∗t : 〈X′,Σ′, f∗O〉

Γ ` t : 〈X,Σ, O〉
(outc) (hx : Ox −→ O′x)x∈X

Γ ` t/h : 〈X,Σ, O′〉

Γ ` t : 〈X,Σ, O〉 Γ′ ` t′ : 〈X,Σ, O〉
(mix) λ ∈ [0, 1]

Γ,Γ′ ` t +λ t′ : 〈X,Σ, O〉

Γ ` t : 〈X,Σ, O〉 Γ′ ` t′ : 〈X′,Σ′, O′〉
(choice)

Γ,Γ′ ` t & t′ : 〈X tX′,Σ + Σ′, [O,O′]〉

Γ ` t : 〈X,Σ, O〉
(cond) x ∈ X , y = (yo ∈ Vert(lkxΣ))o∈OxΓ ` t[x?y] : 〈X ∪ {x?y},Σ[x?y], O]〉

Γ ` t : 〈X,Σ, O〉 Γ′ ` t′ : 〈X′,Σ′, O′〉
(prod)

Γ,Γ′ ` t⊗ t′ : 〈X tX′,Σ ? Σ′, [O,O′]〉

second conditional measurement does not make use of the first.
In the notation of the equation in question, assuming that the
term on the left is well-typed, we would require that x′ 6= x?y
and y′o 6= x?y for all o ∈ Ox in order to be able to also type
the term on the right.
• The controlled choice is a commutative monoid with

neutral element z:

a& b = b& a (1)
a& (b& c) = (a& b) & c (2)
a& z = a = z & a (3)

• The product is a commutative monoid with neutral ele-
ment z:

a⊗ b = b⊗ a (4)
a⊗ (b⊗ c) = (a⊗ b)⊗ c (5)
a⊗ z = a = z⊗ a (6)

• Standard axioms of convex combinations:

a+0 b = a (7)
a+λ a = a (8)
a+λ b = b+1−λ a (9)
(a+λ b) +λ′ c = a+λλ′ (b+λ′−λλ′

1−λλ′
c) (10)

• Measurement and outcome transformations:

g∗(f∗a) = (f ◦ g)∗a (11)
(a/h)/j = a/(j ◦ h) (12)
f∗(a/h) = f∗a/f∗h (13)

where (f∗h)x = hf(x) : Of(x) −→ O′f(x).
• Convex combinations and the other operations:

f∗(a+λ b) = f∗a+λ f
∗b (14)

(a+λ b)/h = a/h+λ b/h (15)
(a+λ b) & (c+λ d) = (a& c) +λ (b& d) (16)
(a+λ b)⊗ c = (a⊗ c) +λ (b⊗ c) (17)
(a+λ b)[x?y] = a[x?y] +λ b[x?y] (18)

• Transformations and other operations:

a/h& b/j = (a& b)/[h, j] (19)
a/h⊗ b/j = (a⊗ b)/[h, j] (20)
f∗a& g∗b = [f, g]∗(a& b) (21)
f∗a⊗ g∗b = [f, g]∗(a⊗ b) (22)

• Conditional measurements and other operations

a[x?y][x′?y′] = a[x′?y′][x?y] (23)

(f∗a)[x?y] = f̃∗(a[f(x)?(f ◦ y)]) (24)

where, for f : Σ′ −→ Σ, we have that f̃ : Σ′[x?y] −→ Σ
is the extension f̃ := f [x?y 7→ f(x)?(f ◦ y)].

(a/h)[x?y] = (a[x?(y ◦ hx)])/h̃ (25)

where for (hx : Ox −→ O′x)x∈X , we have (y ◦ hx)o =

yhx(o) for all o ∈ Ox, and h̃ extends the family h with
h̃x?(y◦hx) mapping a pair (o ∈ Ox, o

′ ∈ O(y◦hx)o) to
(hx(o) ∈ O′x, h(y◦hx)o(o

′) ∈ O′yhx(o)
).

a[x?y] & b = (a& b)[x?y] (26)
a[x?y]⊗ b = (a⊗ b)[x?y] (27)

• Choice can be eliminated:

a& b = i∗(a⊗ b) (28)

where i : Σ + Σ′ −→ Σ?Σ′ is the inclusion of simplicial
complexes (it acts as identity on the vertices).

The above equational theory intends to capture equality up
to the following notion of isomorphism.

Definition 9. Two empirical models e : 〈X,Σ, O〉 and d :
〈X ′,Σ′, O′〉 are said to be isomorphic, written e ' d, if there
is a simplicial isomorphism f : Σ′

∼=−→ Σ and a family of
bijections (hx : Of(x)

∼=−→ O′x)x∈X′ such that d = (f∗e)/h.

Note that these isomorphisms coincide exactly with the
isomorphisms of the category Emp that is defined in the next
section.



Proposition 10 (Soundness). The equational theory given by
equations (1)–(28) is sound. That is, if t = t′ is one of these
equations, then for any context Γ = {v1 : X1, . . . , vn : Xn}
such that Γ ` t : X and Γ ` t′ : X′ and for any empirical
models e1 : X1, . . . , en : Xn, we have

t[e1/v1, . . . , en/vn] ' t′[e1/v1, . . . , en/vn].

The proof is a tedious but straightforward verification of
the conditions. It is an open question whether this equational
theory is complete. An important step towards proving com-
pleteness – or towards finding the missing equations – is
provided by the following normal form result. It establishes
that, using the equations, we can transform any term into one
where the operations are applied in a certain order.

Proposition 11 (Normal form). Let Γ ` t : X. Then t can
be rewritten using equations (1)–(28) into a term t0 of the
following form:

t0 ::= t1 | t0 +λ t1

t1 ::= (f∗t2)/h

t2 ::= t3 | t2[x?y]

t3 ::= t4 | t4 ⊗ t3
t4 ::= z | u | v ∈ Var

Proof. We are always using the rules from left to right (see
remark immediately before the equations).

First, note that rule (28) allows us to rewrite the choice
operation in terms of the others, so we can assume that t has
no occurrences of choice.

Using rules (14)–(18), all uses of probabilistic mixing can
be taken to the top level. By the kind of associativity rule (10),
t can then be rewritten to a term of the form t0 = t1+λ1(t2+λ2

(· · · tn)) where the terms ti do not use the mixing operation.
Now, let t1 be a term without mixing. By a similar ar-

gument, using equations (20), (22) and (24)–(25), we can
commute translation of measurements and outcomes to the
top level relative to the remaining operations. Using (13), all
coarse-grainings of outcomes can be commuted upwards, and
using (11) and (12), one can combine consecutive applications
of either of these two operations. Therefore t1 can be rewritten
as (f∗t2)/h for some f and h and some term t2 without
occurrences of mixing, translation of measurements, or coarse-
graining of outcomes.

From rule (27), t2 can be rewritten to have the form
t3[x1?y1] · · · [xn?yn] where t3 only uses base cases and the
product operation.

IV. THE CATEGORICAL VIEWPOINT

In this section we make precise the idea of using one
empirical model to simulate the behavior of another one. In
fact, there are several notions of a simulation, depending on
the powers allowed to those doing the simulating. The simplest
notion is deterministic and has a clear intuitive meaning: to
use d : Y to simulate e : X amounts to giving a measurement
π(x) ∈ Y for every x ∈ X and a deterministic way of

interpreting the outcomes of π(x) as outcomes of x, i.e. a
map Pπ(x) −→ Ox. For such a protocol to succeed, π has
to be simplicial and the outcome statistics of d must, after
interpretation, give rise to the statistics of e.

One can then consider ways of extending such simulations.
In [10] more expressive power was obtained by allowing π(x)
to be a set of measurements instead of a singleton, and by
allowing outcomes to be interpreted stochastically.

Here we obtain even more general simulations by letting
π(x) be an adaptive measurement protocol on Y. Classical
shared randomness can then be modelled by allowing the use
of auxilliary non-contextual empirical models.

A. Deterministic simulations

Definition 12. Let X = 〈X,Σ, O〉 and Y = 〈Y,Θ, P 〉
be measurement scenarios. A deterministic morphism
〈π, h〉 : Y −→ X consists of:
• a simplicial map π : Σ −→ Θ;
• a natural transformation h : EP ◦ π −→ EO; equivalently,

a family of maps hx : Pπ(x) −→ Ox for each x ∈ X .
The composite of the morphisms 〈ρ, (jy)y∈Y 〉 : Z −→ Y and
〈π, (hx)x∈x〉 : Y −→ X is given by 〈ρ ◦ π, (hx ◦ jπ(x))x∈X〉.

Given an empirical model d : Y, its pushforward along
a deterministic morphism 〈π, h〉 is the empirical model
〈π, h〉∗d : X defined by: for any σ ∈ Σ,

(〈π, h〉∗d)σ = D(hσ)(d|π(σ)).

Let e : X and d : Y be empirical models. Then a deterministic
simulation 〈π, h〉 : d −→ e is a deterministic morphism
〈π, h〉 : Y −→ X such that

e = 〈π, h〉∗d.

The category of empirical models and deterministic simula-
tions is denoted by Emp.

The reason that natural transformations h : EP ◦ π −→ EO
correspond to families of maps hx : Pπ(x) −→ Ox for each
x ∈ X is the following: both EP ◦ π and EO are sheaves on a
discrete space, and hence morphisms can be glued along any
covering – and in particular along the covering by singletons.

The category Emp and the category of measurement scen-
arios are in fact symmetric monoidal with the product defined
in Section III-A. The action on morphisms is given by

〈π, (hx)x∈X〉⊗ 〈π′, (h′y)y∈Y 〉 = 〈πtπ′, (hx)x∈X t (h′y)y∈Y 〉

B. Measurement protocols

Deterministic simulations are fairly limited in their ex-
pressive power. For instance, one might want to use classical
randomness in simulations. If one thinks of an empirical model
as a black box, even more is possible: one could first perform
a measurement, then based on the observed outcome choose
which compatible measurement to perform next, and so on.
Such procedures are known as measurement protocols [12] or
wirings [17] in the literature on non-locality.

The main task of this section is to formalize carefully the
notion of measurement protocol. We define an operation that



takes a measurement scenario X and builds a new scenario
MP(X), whose measurements are all the measurement proto-
cols over X. This turns out to be functorial, and moreover,
a comonad. Hence, using the co-Kleisli category, one can
think of more general simulations d −→ e as deterministic
simulations MP(d) −→ e. Moreover, we will see that classical
randomness comes for free by considering simulations of the
form MP(d⊗ c) −→ e, where c is a non-contextual empirical
model.

A measurement protocol is a certain kind of decision tree:
the root is the first measurement, and the outcomes obtained
dictate which measurements to choose next, i.e. which branch
of the tree to pick. Rooted trees can be formalized in various
ways: e.g. recursively, as certain graphs, or in terms of prefix-
closed sets of words. We have chosen to formalize them using
the latter approach. We try to keep the intuitive picture in mind
as it can give sense to the proofs, which may seem somewhat
technical otherwise.

Definition 13. A run on a measurement scenario X =
〈X,Σ, O〉 is a sequence x̄ := (xi, oi)

n
i=1 such that xi ∈ X

are distinct, {x1, . . . , xn} ∈ Σ, and each oi ∈ Oxi .

A run x̄ determines a context σx̄ := {x1, . . . , xn} ∈ Σ and
a joint assignment on that context sx̄ :: xi 7−→ oi ∈ E(σx̄).
Two runs x̄ and ȳ are said to be consistent if they agree on
common measurements, i.e. for every z ∈ σx̄ ∩ σȳ we have
sx̄(z) = sȳ(z).

Given runs x̄ and ȳ, we denote their concatenation by x̄ · ȳ.
Note that x̄ · ȳ might not be a run.

Definition 14. A measurement protocol on X = 〈X,Σ, O〉 is
a non-empty set Q of runs satisfying the following conditions:

(i) if x̄ · ȳ ∈ Q then x̄ ∈ Q;
(ii) if x̄ · (x, o) ∈ Q, then x̄ · (x, o′) ∈ Q for every o′ ∈ Ox;

(iii) if x̄ · (x, o) ∈ Q and x̄ · (x′, o′) ∈ Q, then x = x′.

One can think of such a measurement protocol as a (determ-
inistic) strategy for interacting with an empirical model, seen
as a black box whose interface is given by its measurement
scenario: Condition (iii) expresses that the previously observed
outcomes determine the next measurement to be performed,
while Condition (ii) captures the fact that every outcome of
a performed measurement may in principle be observed and
so the protocol must specify how to react to each possibility,
either by performing a new measurement or by stopping.

Definition 15. Given a scenario X = 〈X,Σ, O〉, we build a
scenario MP(X):

• its set of measurements is the set MP(X) of measurement
protocols on X;

• the outcome set OQ of a measurement protocol Q ∈
MP(X) is its set of maximal runs, i.e. those x̄ ∈ Q that
are not a proper prefix of any other ȳ ∈ Q;

• a set {Q1, . . . Qn} of measurement protocols is compat-
ible whenever for any choice of pairwise consistent runs
x̄i ∈ Qi with i ∈ {1, . . . , n}, we have

⋃
i σx̄i ∈ Σ.

Definition 16. Given an empirical model e : X, we define the
empirical model MP(e) : MP(X) as follows. For a compatible
set σ := {Q1, . . . , Qn} of measurement protocols and an
assignment s :: Qi 7−→ x̄i ∈ E(σ), we set

MP(e)σ(s) :=

{
e⋃

i σx̄i
(∪isx̄i) if {x̄i} pairwise consistent

0 otherwise.

One way of thinking about the definition above is that it
identifies a measurement protocol with the set of all situations
in which one might find oneself while carrying out the
protocol. Informally, compatibility of measurement protocols
means they can be interleaved in any order whatsoever, and
when running them one never ends up performing incompat-
ible measurements.

It is clear that MP(e) satisfies the compatibility (or no-
signalling) condition: calculating the probability of a joint
outcome in MP(e) corresponds to a calculating a probability of
a joint outcome in e, so no-signalling in e gives no-signalling
for MP(e).

C. Measurement protocols as a comonad

We now show that MP is in fact a comonad on empirical
models. We do this by verifying the conditions for a co-Kleisli
triple. We work on the category of measurement scenarios –
getting a comonad on empirical models requires little further
effort.

First, we need to build a deterministic morphism

εX : MP(X) −→ X.

Intuitively, it is clear how this should be done: every measure-
ment x ∈ X can be viewed as a measurement protocol that
only measures x and stops afterwards. Formally, the simplicial
map underlying εX is defined by mapping each measurement
x ∈ X to the protocol

{Λ} ∪ {x} ×Ox = {Λ} ∪ {(x, o) | o ∈ Ox} ,

where Λ is the empty word. The map of outcomes is given by
sending an outcome (i.e. maximal run) of this protocol (x, o)
to o.

Next, for scenarios X = 〈X,Σ, O〉 and Y = 〈Y,Θ, P 〉, we
define an extension operator that lifts a morphism

〈π, h〉 : MP(X) −→ Y

to a morphism

〈π†, h†〉 : MP(X) −→ MP(Y).

Given a measurement protocol Q over Y, we wish to define
π†(Q). Intuitively, the extension works as follows: when
running Q, any time one needs to perform a measurement
y, one performs the measurement protocol π(y) instead, maps
its outcome to Py using hy , and consults the measurement
protocol Q to see what to do next. However, there is a slight
catch: if a measurement protocol π(y) requires one to perform
a measurement in X that has already been done, there is no
need to redo it – one can simply reuse the previous outcome.



To make this precise, we first define inductively a merge
operation ∗ for compatible runs:

x̄ ∗ Λ := x

x̄ ∗ ((y, o) · ȳ) :=

{
x̄ ∗ ȳ if y ∈ σx̄
(x̄ · (y, o)) ∗ ȳ otherwise.

We extend ∗ to all pairs of runs by setting x̄∗ ȳ = Λ whenever
x̄ and ȳ are not compatible.

We are now in a position to define π†Q, but we first motivate
the formal definition. What are the runs of π†Q? At least, they
should contain those that can be interpreted as runs of Q: for
instance, if ȳ := (yi, pi)

n
i=1 ∈ Q, then π†Q contains runs

that can be interpreted as ȳ by h†. These are precisely of the
form x̄1 ∗ · · · ∗ x̄n where each x̄i ∈ π(yi) is a maximal run
and satisfies hyi(x̄i) = pi. However, π†Q contains more runs,
since any prefix of such an x̄1 ∗ · · · ∗ x̄n must be included.

We define π†Q as the closure of the set⋃{{
x̄1 ∗ · · · ∗ x̄n | x̄i ∈ h−1

yi (pi)
}
| (yi, pi)ni=1 ∈ Q

}
under taking prefixes. To see that π†Q defines a measurement
protocol, note that (i) is automatically satisfied and (ii) and (iii)
follow from the fact that each π(y) is a measurement protocol.
To define the map of outcomes h†Q, note that the outcomes of
π†Q are exactly words of the form x̄ := x̄1 ∗ · · · ∗ x̄n, where
x̄i ∈ h−1

yi (pi) with ȳx̄ := (yi, pi)
n
i=1 ∈ OQ. Since the word

ȳx̄ can be read from x̄, we define h†Q by setting x̄ 7−→ ȳx̄.
Altogether, we have an extension operator defined by

〈π, (hx)x∈X〉
† := 〈π†, (h†Q)Q∈MP(X)〉.

To see why π† is simplicial, let {Q1, . . . , Qn} be a compat-
ible set of measurement protocols. Choose pairwise consistent
runs x̄i ∈ π†Qi. By (ii) we may extend each x̄i if necessary
and assume that they are maximal. Now, we can define ȳi :=
h†Qi x̄i and consistency of x̄i implies that ȳi are consistent.
Because the protocols Qi are compatible, we have that ∪iσȳi
is a face. But then ∪iσx̄i = ∪iπ (σȳi) = π (∪iσȳi) is also a
face since π is simplicial. This shows that {π†Q1, . . . , π

†Qn}
is compatible, as desired.

We now check that 〈MP, ε,−†〉 satisfies the axioms of a
co-Kleisli triple, giving rise to a comonad on the category of
measurement scenarios. The equation

ε†X = idMP(X)

is straightforward since the map on the left corresponds to
a simulation doing the following: when the measurement
protocol Q calls for performing the measurement x, do the
measurement protocol that consists only of x, and then proceed
according to Q. This is just another way of describing the
identity idMP(X).

The axiom
εY ◦ 〈π†, h†〉 = 〈π, h〉

is also easy: running the simulation on the left hand side
corresponds to first thinking of a measurement y ∈ Y as a
measurement protocol that only does y, then applying π to

each measurement obtained on the way – i.e. to doing the
simulation on the right hand side.

The last one requires that for 〈ρ, (jy)y∈Y 〉 : MP(Z) −→ Y
and 〈π, (hx)x∈X〉 : MP(Y) −→ X, we have

(〈π, h〉 ◦ 〈ρ, j〉†)† = 〈π, h〉† ◦ 〈ρ, j〉†,

which can be rewritten as

〈ρ† ◦ π, (hx ◦ j†π(x))x∈X〉
†

= 〈ρ† ◦ π†, (h†Q ◦ j
†
π†Q

)Q∈MP(X)〉.

The left-hand side describes the following way of simulating
a measurement protocol Q ∈ MP(X): whenever one needs
to measure x, perform ρ†π(x) instead. The right-hand side
describes the following way of simulating Q: whenever one
needs to measure x, simulate it first by π(x) and then simulate
π(x) by ρ†(πx), which amounts to the same thing.

Making the proof of the first two equations more formal is
not hard. Here, we do this for the third one. To show that

(ρ† ◦ π)† = ρ† ◦ π†,

consider a protocol Q over X. Runs in (ρ† ◦π)†Q are prefixes
of runs that can be interpreted as runs (xi, oi)

n
i=1 ∈ Q,

i.e. those of the form (z̄1 ∗· · ·∗ z̄n) where hxij
†
π(x)z̄i = oi. On

the other hand, runs in (ρ† ◦π†)Q are prefixes of runs that can
be interpreted as runs of π†Q. In turn, runs of π†Q are prefixes
of runs that can be interpreted as runs of Q: they are prefixes
of runs of the form (ȳ1 ∗ · · · ∗ ȳn) where hxiyi = oi for some
(xi, oi)

n
i=1 ∈ Q. Hence, runs of (ρ†◦π)†Q are prefixes of runs

of the form (z̄1 ∗ · · · ∗ z̄n) such that j†π(x)z̄i = ȳi for such ȳi.
But then each z̄i also satisfies hxij

†
π(x)z̄i = oi, proving the

desired equation. Showing that the maps of outcomes agree is
similar.

We can therefore conclude that MP defines a comonad on
the category of measurement scenarios. This comonad is in
fact comonoidal: there is a canonical transformation

MP(–⊗ –) −→ MP(–)⊗MP(–),

which corresponds to the fact that a measurement protocol
over X can be seen as a measurement protocol over X ⊗Y
that never uses Y.

It is easy to check that the counit ε, the co-Kleisli extension
–†, and the costrength lift to empirical models. That is,

• εX : MP(X) −→ X defines a deterministic simulation
εe : MP(e) −→ e for any e : X;

• if 〈π, h〉 : MP(d) −→ e, then 〈π†, h†〉 : MP(d) −→
MP(e);

• the comonoidal transformation defines a deterministic
simulation MP(e⊗ d) −→ MP(e)⊗MP(d).

Hence we obtain the following theorem.

Theorem 17. MP defines a comonoidal comonad on the
category of empirical models.



D. General simulations
The main import of Theorem 17 is that it allows us to

extend our notion of a simulation in a standard manner. Since
MP is comonoidal, its co-Kleisli category EmpMP inherits
monoidal structure from Emp. Since non-contextual empirical
models are closed under the product ⊗, it is immediate that
the following definition results in a category.

Definition 18. Given empirical models e and d, a simulation
of e by d is a map d ⊗ c −→ e in EmpMP, i.e. a map
MP(d⊗ c) −→ e in Emp, for some non-contextual model c.
We denote the existence of a simulation of e by d as d e,
read “d simulates e”.

Note that for such maps to compose, it is enough that the
class of objects c is coming from is closed under ⊗. Hence, we
could define even more general simulations by e.g. allowing
it to range over all quantum-realizable empirical models.

Example 19. Simulations in our sense have been studied less
formally in the literature. For instance, [13, Corollary 2] shows
that any two-output bipartite box can be simulated with PR
boxes. In our setting, this means that for any such box e there
is an n such that PR⊗n  e.

In Theorem 2 they also prove a negative result: there is
a quantum realizable 5-partite empirical model e that cannot
be simulated by any amount of PR boxes. Strictly speak-
ing, their argument establishes that there is no simulation
〈π, h〉 : MP(PR⊗n ⊗ c) −→ e where c is non-contextual and
〈π, h〉 is of the form

⊗5
i=1〈πi, hi〉 at the level of measurement

scenarios. Restricting to such simulations is operationally
motivated for questions of non-locality, since it corresponds
to simulations where the PR boxes are distributed among the
parties and any party can only access their own PR box (and
shared classical randomness).

However, this result readily implies the nonexistence of any
simulation PR⊗n ⊗ c −→ e. This is because PR boxes are
bipartite: if, say Alice and Bob both wanted to use the same
half of the same PR box, they’d have to make sure that they
use the same measurement setting xi. This can of course
be coordinated by the classical shared randomness, but this
implies that in effect the PR box in question reduces to a
submodel where the allowed measurements are {xi, y0, y1}
(or a convex combination of such), and these are always
non-contextual and thus can be incorporated into the shared
classical randomness. Hence PR⊗n  e would imply a
simulation of the kind that they rule out.

We now establish the equivalence between the categorical
view of simulations and the algebraic view based on free
operations of a resource theory.

Theorem 20. Let e : X and d : Y be empirical models. Then
d e if and only if there is a typed term v : Y ` t : X such
that t[d/v] ' e.

Proof. Suppose that d  e. Then there is a deterministic
simulation

〈π, h〉 : MP(d⊗ c) −→ e.

But a deterministic simulation amounts to a combination
of a coarse-graining and a measurement translation, so that
e = (π∗MP(d ⊗ c)/h). Thus it suffices to show that there
is a term t′ such that t′[d/v] ' MP(d ⊗ c). Since c is
non-contextual it can be represented by a closed term by
Proposition 8. Moreover, it is clear that all of the measure-
ment protocols can be built using conditional measurements
repeatedly, establishing the implication from left to right.

For the other direction, one possibility would be to prove
this by induction on the rules of Table II. However, we will be
able, more directly, to use the normal form of Proposition 11.
Suppose that v : Y ` t : X and t[d/v] = e. We can
rewrite t to t0 as in Proposition 11 using the equational theory.
By Proposition 10, this rewriting is sound, and therefore
t0[d/v] ' e. The term t0 is of the form

t0 = t1 +λ1
(t2 +λ2

+(· · ·+λn−1
tn),

where the terms ti do not have the probabilistic mixing or
choice operations. Note that the variable d can only occur
in one of these terms, as it can occur at most once in any
term. Without loss of generality, say that it appears in t1

– if it appears in another we can use the ‘commutativity’
equation (9) of convex combinations to shift it to the first
position. Since the remainder of the term has no variables, by
Proposition 8 it represents a non-contextual model. We thus
have that t0[d/v] ' t1[d/v] +λ c where c is non-contextual.
We have that t1[d/v]  t0[d/v] ' e by simulating classical
noise through a measurement protocol using an auxilliary non-
contextual model.

It is now enough to show that d  t1[d/v]. Now, we
know that t1 is of the form t1 from Proposition 11, i.e. it is
(f∗t2)/h for some f and h and a term t2 without mixing,
translation of measurements, coarse-graining of outcomes,
or choice operations. We can read directly a simulation
〈f, h〉 : t2[d/v] −→ t1[d/v], so we again reduce the problem
to proving that d t2[d/v].

Now, recall from Proposition 11 that t2 is of the form
t3[x1?y1] · · · [xn?yn] and t3 is a product of base cases. Since
t3 has (at most) one variable v, we know, again using Propos-
ition 8, that t3[d/v] ' d ⊗ c with c a non-contextual model.
Hence, our goal is to prove that d (d⊗c)[x1?y1] · · · [xn?yn].
We can prove the required result by building a deterministic
simulation

MP(d⊗ c) −→ (d⊗ c)[x1?y1] · · · [xn?yn]

where the conditional measurements are simulated by proto-
cols (of length at most n).

Theorem 21. d e implies NCF(d) ≤ NCF(e).

Proof. This is not hard to prove directly, but we reduce it to
earlier results. By Theorem 20, d e implies that e ' t[d/v],
whence Proposition 7 implies that NCF(d) ≤ NCF(t[d/v]) by
an easy induction on the structure of terms.



E. No-cloning theorem

Theorem 22 (No-cloning). e  e ⊗ e with a non-contextual
c if and only if e is non-contextual.

Proof. If e is non-contextual, we use it as a free resource
and consider e.g. the simulation εe⊗e : MP(e⊗ e) −→ e⊗ e,
proving the implication from right to left.

For the other direction, assume that e  e ⊗ e. We will
prove that NCF(e) = 1 by first showing that NCF(e) > 0 and
then that 0 < NCF(e) < 1 is impossible.

To see that NCF(e) > 0, note that e  e ⊗ e implies
e  e⊗n for any n. For each n, we therefore have a
deterministic simulation T (e ⊗ cn) −→ e⊗n for some non-
contextual model cn. Since cn is non-contextual, we may
assume that the simplicial complex it is defined over is a
simplex (i.e. all faces are measurable), and hence (since having
more information than is needed can’t hurt) we may assume
cn is defined over a singleton. Thus we can assume that
each measurement protocol in the image of the simplicial
map starts by first measuring cn and then proceeds solely
in e. Then, cn in effect randomizes which deterministic map
MP(X) −→ X⊗n to use. Consider the underlying simplicial
map π : X∗n −→ MP(X). It is determined by its compon-
ents πi : X ↪→ X∗n −→ MP(X). Since there are only finitely
many of these, for large enough n, we can force at least
k := |MP(X)| of these components to agree for any given
outcome of cn – of course, which components agree might
depend on the outcome of cn. For such an n, choose an out-
come λ ∈ supp(cn), and let i1, . . . , ik be the indices for which
πi agrees given λ. Then we have a simplicial map Xi1 ∗ · · · ∗
Xik −→ MP(X) where each component agrees, so by choice
of k its image has to lie in a compatible subset U ⊆ MP(X).
This implies that MP(e) ↪→ U is non-contextual. But then
the composed simulation MP(e⊗ cn) −→ e⊗n −→ e shows
that e has a non-contextual component of size cn(λ) > 0,
namely the pushforward of MP(e) ↪→ U along the composed
simulation. Therefore, NCF(e) > 0, as desired.

It remains to show that 0 < NCF(e) < 1 < is impossible,
which we do by producing a contradiction. By Proposition 7
and 0 < NCF(e) < 1, we have NCF(MP(e⊗x)) = NCF(e) >
NCF(e)2 = NCF(e ⊗ e), while Theorem 21 implies that
NCF(e) ≤ NCF(e)2.

Note that the usual no-cloning theorem in quantum mech-
anics [18] states the impossibility of a single quantum pro-
cedure cloning arbitrary quantum states, whereas the theorem
above states the impossibility of a classical procedure cloning
the (outcome statistics) of a known non-contextual system.
One might therefore want to use a different name to avoid
confusion. However, this property is also called no-cloning
in the context of a general framework for resource theories
developed in [3]. A similar theorem is proved in the bipartite
setting in [19]. Besides restricting to the bipartite setting, a
key difference is that their notion of a transformation between
empirical models is a priori different: our transformations
are operationally motivated and defined, whereas they allow

for any transformations satisfying a few reasonable properties
such as convexity.

V. OUTLOOK

We have presented a comonadic formulation of simulation
of empirical models, and shown that it coincides with a re-
source theory approach based on free operations. This provides
a general and mathematically well-structured approach to
simulation and convertibility, which subsumes the concrete
examples studied in the literature, e.g. [13], [17], [20]–[23].
We believe that a robust, general framework of this kind
is particularly important for proving non-simulability results,
some concrete examples of which include [13], [22], [23],
since it allows for new tools to be used in proving general
results. A case in point is the no-cloning theorem above, the
proof of which uses basic facts about both simplicial maps
and the non-contextual fraction.

An important feature of our approach is that it allows
for adaptive protocols. Adaptivity is known to increase ex-
pressive power [23], and it is also important in relation
to the measurement-based paradigm for quantum computing
(MBQC).

We see this work as providing some important tools for
gaining a deeper understanding of convertibility between em-
pirical models. There are many further avenues of research to
pursue. On the side of applications, one promising direction
is to study computation in the MBQC paradigm. As another
application, let us mention the fact that a possibilistic em-
pirical model corresponds to a constraint-satisfaction problem
(CSP) [11]. Understanding how simulations in our sense relate
to notions of reduction between CSPs might result in novel
concepts for CSPs or alternatively, allowing the use of CSP
techniques such as pp-definability to prove negative results
about simulations between empirical models.

Another promising direction is to note that the MP comonad
is in fact naturally graded, where the grading is by the aux-
iliary resource used in the simulation. This provides a natural
setting for “relative simulatability”, in which we can ask which
(possibly super-quantum) resources can be converted to which
other ones. Ideally, one would show that the no-cloning result
holds for any reasonable class of free empirical models. There
is also a natural grading by the length of the allowed runs in the
protocols, which may be useful for fine-grained expressiveness
results.

One can also ask whether Theorem 20 can be strengthened
to a bijection between (suitable) simulations and terms up to
equality.

Finally, there are several alternative approaches to contex-
tuality, for example, based on operational equivalence [24],
graph theory [25], hypergraphs [12] or effect algebras [26].
Each of these can probably accommodate a notion of determ-
inistic map. If the MP comonad and ⊗ can be made to work
in these frameworks as well, one might hope to compare the
resulting categories – if they turned out to be equivalent, one
could then use tools specific to any of these frameworks when
studying simulability.
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